Comparison between simulations and calibrations of a high resolution electrostatic analyzer
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The ion beam spectrometer (IBS) is one of the three spectrometers in the Cassini plasma spectrometer instrument aboard the Cassini/Huygens spacecraft. The IBS is a very high energy resolution hemispherical electrostatic analyzer. The design values of the IBS are analyzer gap 2.5 mm, and middle radius 100 mm. Because of the high energy resolution required, special care had to be used in the design and manufacturing of the instrument. A simulation was developed in order to aid the designing process. Here we show that the best fit to the laboratory calibration of the IBS flight model is obtained using the simulation model, where the inner hemisphere is misaligned by about 20 μm, where a maximum asymmetry of 75 μm is included in the inner hemisphere, and where the analyzer gap is increased from the design value by about 0.1 mm. We show here that geometric factors postulated in the theoretical model resulted in a better agreement between calibrations and simulations than the geometric factors calculated from calibration data alone. We find a value of (2.5±0.1)×10⁻⁴ cm² sr for the geometric factor of the flight model. Finally, we also show that the energy and angle responses of the IBS are somewhat lower than the values calculated directly from the calibration data: (2.0±0.1)% is the value of the full width at half maximum (FWHM) of the energy distribution, and (3.1±0.1)° is the value of the FWHM of the azimuth angle distribution. © 2001 American Institute of Physics. [DOI: 10.1063/1.1392337]

I. INTRODUCTION

The Cassini/Huygens mission is a joint mission of ESA and NASA, which will investigate the Saturnian system. The mission was launched on October 15, 1997. So far Cassini/Huygens has had two gravity assist Venus encounters, one Earth encounter, and one Jupiter encounter. It will arrive at Saturn in July 2004. A short introduction to the Cassini mission can also be found in “Thesis I.”

One of the scientific packages aboard the Cassini spacecraft is the Cassini plasma spectrometer (CAPS) investigation, which consists of three spectrometers: the electron spectrometer (ELS), the ion mass spectrometer (IMS), and the ion beam spectrometer (IBS). ELS is a hemispherical, top hat electrostatic analyzer. IMS is a toroidal top hat electrostatic analyzer combined with a linear electric field time of flight spectrometer. IBS, which is considered in this article, is a hemispherical electrostatic analyzer. It consists of three entrance aperture–detector pairs. The channel electron multipliers (CEM) are used as detectors. The designed analyzer gap of the IBS is 2.5 mm, and middle radius is 100 mm. CAPS is also equipped with a data processing unit (DPU) and an actuator (ACT), which rotates the instrument.

This study follows up and improves upon our previous work on IBS. Ion orbits inside the analyzer gap between the IBS hemispheres were considered in our first paper, Paper I. In our second paper, Paper II, we studied the effects of stray electric fields on ion trajectories outside of the analyzer. In Paper III we introduced simulations, where asymmetric hemispheres and manufacturing defects were considered. The contents of Papers I–III are collected, combined, and presented in more detail in Thesis I. In this article we focus our attention on the combined effects of manufacturing errors, which could account for unusual transmission properties found during the laboratory calibration of the IBS flight model (IBS-FM). Using an improved simulation code, we attempt to develop a one-to-one correspondence between analytical studies done previously for the spherical section electrostatic analyzer, our present simulations, and the calibrations of the IBS. These results can be used, together with the results of Papers I–III, to aid in the design of the high resolution electrostatic analyzers.

In Sec. II of this article we briefly introduce the theory used in our simulations. A much more comprehensive introduction to the algorithm and theory can be found in Papers I–III, or in Thesis I. In Sec. II we also introduce the theory for comparison and analysis of the simulation data and the calibration data. In Sec. III we introduce the latest simulation...
results as well as the results of the laboratory calibration of the IBS-FM. Finally in Sec. IV we discuss our results and speculate on future simulations as well as the possible calibration of the IBS engineering model IBS-EM, which is still available for study.

II. THEORY AND ALGORITHMS

Here we briefly introduce the algorithm used for the detailed studies of ion orbits inside the hemispherical electrostatic analyzer reported in Papers I and III. By using Gauss’ law, the electric field \( E \) in a spherical condenser can be solved\(^\text{17} \) and can be written as

\[
E = \frac{\Delta U}{r^2} \left( \frac{R_1 R_2}{R_2 - R_1} \right),
\]

where \( \Delta U \) is a voltage applied between the hemispheres, \( r \) is a distance from the center of the outer hemisphere, \( R_1 \) is the radius of the inner hemisphere, and \( R_2 \) is the radius of the outer hemisphere. The force is then \( F = Eq \), where \( q \) is the charge of the ion. If the departure from spherical symmetry is small, as in our case, the central force can be calculated when the distance between the hemispheres, \( \Delta R \), is known. First we assume that radius \( R_2 \) of the outer hemisphere is constant. Then the radius of the inner hemisphere can be calculated as \( R_1 = R_2 - \Delta R \). Now it is easy to write the equation of motion for the analyzed particles.\(^\text{18} \) These differential equations, however, cannot be solved analytically. Therefore the Runge–Kutta algorithm is applied to solve the internal ion orbits numerically.\(^\text{19} \)

The ion trajectories outside the analyzer were considered in detail in Paper II. Here we only briefly introduce the algorithm. First the overrelaxation method is used to solve the fringe field in a three-dimensional (3D) cylindrical coordinate system (see Fig. 1) in proximity to the entrance aperture. The 3D equation of motion is then derived and the Runge–Kutta algorithm is again used to solve the equation of motion numerically.\(^\text{19} \)

Considerable improvements have been made to our previous work. Referring to the coordinates given in Fig. 1, the asymmetric analyzer geometry used in this article is defined by the following equation:

\[
\Delta R_{\text{used}} = \Delta R_{\text{id}} + \Delta R_{\text{ma}} + \Delta R_{\text{id}} \left[ 1.33 - \cos^2(2\theta) \right].
\]

Here \( \Delta R_{\text{used}} \) is the gap between the hemispheres. It takes account of any asymmetric hemisphere geometry and misalignments. The parameter \( \Delta R_{\text{id}} \) is the distance between the hemispheres in the ideal IBS instrument (2.5 mm). The parameter \( \Delta R_{\text{ma}} \) gives a correction for the misaligned inner hemisphere (a more detailed definition is given in Paper I). The asymmetry factor \( \Delta R_{\text{id}} \) gives the magnitude of the asymmetry of the inner hemisphere. In the simulations presented here \( \Delta R_{\text{id}} = 2.5 \text{ mm} \) and \( \Delta R_{\text{id}} = 75 \mu \text{m} \). A schematic view of the asymmetric geometry used in the simulations is shown in Fig. 1.

Equation (2) can be used together with Eq. (1) to solve the ion orbits inside the analyzer when an asymmetric inner hemisphere is present. The constant 1.33 shown in Eq. (2) has the effect of making the average distance between the hemispheres in the simulation slightly longer (0.1 mm) than in the ideal instrument. The \( \cos^2(2\theta) \) term influences the distance between the hemispheres: the gap is smallest at the top of the analyzer when the polar angle is 0.0° and greatest when the polar angle is 45.0°. Thus ions entering the aperture at 0° polar angle see, on the average, a narrower gap between the hemispheres, and therefore experience a stronger electric field than ions entering at a 45.0° polar angle. In order to transit the analyzer, particles with 0° polar angle (also \( \geq 60.0° \)) need more energy. When all of these effects are considered a double-curved energy versus polar angle distribution results (Fig. 2). This distribution is strikingly similar to the distribution measured in the laboratory during IBS-FM calibrations.

Using the given geometry, one can simulate the operation of the IBS instrument. Our simulation routine produces a 3D data matrix, where the individual value represents the number of ions transmitted for various ion beam entrance angles relative to the aperture. The beam position is defined by the polar and azimuth angles and the central energy of the ion beam. The ion beam variation in our simulation can be seen together with Eq. (2) in the asymmetry factor \( \Delta R_{\text{id}} \) gives the magnitude of the asymmetry of the inner hemisphere. In the simulations presented here \( \Delta R_{\text{id}} = 2.5 \text{ mm} \) and \( \Delta R_{\text{id}} = 75 \mu \text{m} \). A schematic view of the asymmetric geometry used in the simulations is shown in Fig. 1.
TABLE I. Laboratory ion beam properties for different simulation configurations. The relative energy variation \( \Delta E/E \) and combined angular variation \( \delta(\text{angle}) \) are given for each configuration.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>( \Delta E/E ) (%)</th>
<th>( \delta(\text{angle}) ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal simulation( ^a )</td>
<td>( \pm 0.06 )</td>
<td>( \pm 0.1 )</td>
</tr>
<tr>
<td>Asymmetric simulation( ^b )</td>
<td>( \pm 0.06 )</td>
<td>( \pm 0.1 )</td>
</tr>
<tr>
<td>Ion beam simulation( ^c )</td>
<td>( \pm 1.0 )</td>
<td>( \pm 0.5 )</td>
</tr>
</tbody>
</table>

\( ^a \) The design values are used for all IBS parameters and the values for the laboratory ion beam simulation are the same as in Paper II.

\( ^b \) The same as footnote \( a \) but with an asymmetric inner hemisphere with a 75 μm asymmetric factor and a misalignment in the \( y \) direction (15 μm) and in the \( z \) direction (\( \sim 10 \) μm).

\( ^c \) The same as footnote \( b \) but now the laboratory ion beam has been simulated with larger deviations.

A similar data matrix was also obtained by using laboratory calibration data. In the calibration we measured numerous two-dimensional cuts through the IBS response function. First, the maximum of the IBS response function was found. Second, we measured the central cuts, where two of the variables varied and one was kept constant, yielding an energy/azimuth distribution with constant azimuth angle, an energy/azimuth distribution with constant polar angle, and an azimuth/polar distribution with constant energy. The next step was to determine other two-dimensional (2D) distributions and construct the full 3D IBS response function.

For the calibration of the IBS flight model, we set the polar angle to be constant during the measurements of various energy/azimuth scans. The result was an energy/azimuth distribution at numerous polar angles. Since the ion beam conditions might have varied during laboratory calibrations, which were executed over several days, the central energy/polar cut with constant azimuth angle was used to normalize various data accumulations. It is assumed that ion beam conditions were sufficiently steady over the period of time required to measure each 2D distribution. Normalization is done for each energy/azimuth distribution with constant polar angle using several points along the cut line of two planes defined by the energy/azimuth distribution with constant polar angle, and the normalizing energy/polar distribution with constant energy. The error due to random noise was minimized using several points instead of one single point.

For each data point in the IBS response function we applied an appropriate dead time correction to the counts. The dead time is the minimum amount of time that must separate two events for both events to be detected. The correction is given by

\[
C_T = \frac{c_T}{1 - c_M T_{\text{dt}}},
\]

where \( c_T \) is the true counts per second, \( c_M \) is the measured counts per second, and \( T_{\text{dt}} \) is the detector dead time.

The geometric factor \( G \) of the hemispherical electrostatic analyzer can be calculated using the formula

\[
G = [A] \left( \frac{\Delta E}{E} \right) \int_{\Delta \alpha} C_{ijk} \delta\beta_i \delta\alpha_j \delta\alpha_k \cos \alpha.
\]

In Eq. (4), \( A \) is the area of the entrance aperture, which can be calculated when the width and the length of the aperture is known. In the IBS-FM this number is 37.5 mm\(^2\) (= 2.5 \times 15 mm\(^2\)). The integration given in Eq. (5) implies an integration over the IBS response function in both angle and relative energy. In the discrete sum, where the IBS response function is integrated over energy and azimuthal and polar angles, \( C_{ijk} \) gives the counts for each ion beam position, \( \delta\beta_i \) gives the bin width in energy, \( \delta\beta_i \) in azimuthal angle and \( \delta\alpha_k \) in polar angle. When the geometric factor is calculated using formulas (4) and (5) the detector efficiency is assumed to be 100%. The laboratory calibration data were renormalized to 100% detector efficiency and hence all numbers given in this article are comparable with each other.

Note that the definition of the angles used in our previous simulations was somewhat misleading. In principle, the rotation axis of the polar and azimuth angles should be in the aperture plane. The polar angle in Papers I–III conforms with this but the azimuth angle used does not. In this article, however, the angle definitions conform with this rule. Because of the curved entrance aperture the polar and azimuth angles are mixed especially for large polar angles. This causes the so-called “butterfly effect” in the azimuth versus polar angle distribution (Fig. 3). Since the angles were defined differently in this article from the definition in our previous papers, the butterfly effect also appears differently in the azimuth versus polar angle distribution. Thus the butterfly shaped distribution function given by Eqs. (3a) and (3b) and by Fig. 9 in Paper II must be used with special care if compared with the similar corresponding distribution in this article. The magnitude of the butterfly effect is underestimated when the definitions of Paper II are used. The situation is the same in all figures, where the azimuth angle is present, except the ones where a central cut for polar angle is used. The butterfly effect is also considered elsewhere using the same angle definitions as used in this article.

III. RESULTS

The simulations presented here were calculated using the same code as in our previous papers. In Papers I and II the effect of misaligned ideal hemispheres was discussed, and in Paper III the effect of an asymmetric inner hemisphere was studied. In this study a final geometric error is introduced.
yielding the best fit to calibrations. The assumed asymmetry for the inner hemisphere is defined in Eq. (2). This inner asymmetric hemisphere was moved along the main coordinate axis, defined in Fig. 1, with respect to the ideal outer hemisphere. The misalignment used was $dx = 0 \mu m$, $dy = 15 \mu m$, and $dz = -10 \mu m$. These numbers were selected because the energy/polar distribution of the calibration is rotated and curved slightly (Fig. 2). In Paper II we proved that misalignment in the positive $z$ direction curves the energy/polar distribution, since on the average the particle encounters a narrower gap and thereby a stronger electric field when its polar angle is close to zero at the entrance aperture. In Paper II we also proved that misalignment in the positive $y$ direction rotates the energy/polar distribution. Now particles with large negative polar angles at the entrance aperture encounter a stronger electric field than particles with large positive polar angles. When these results are used it is obvious that the misalignments given above are the most reasonable ones. This can be verified by comparing the energy/polar distributions given for calibration and selected simulation configurations in Fig. 2.

The simulation configuration described above is later referred to as the “asymmetric simulation.” The ideal IBS instrument was also simulated and some results are given in this article and are referred to as the “ideal simulation.” Larger energy and angle deviations of the simulated laboratory ion beam were also studied. These results are referred to as the “ion beam simulation.” More details about the simulation configuration studied in this article can be found in Table I. If not otherwise noted, the simulation results are obtained using the asymmetric simulation definition given in Table I.

Because of the angle definition, the azimuth angle deviation shown here is larger than that shown in our previous simulations. Here, the azimuthal angle is varied from $-30^\circ$ to $15^\circ$ in steps of $0.2^\circ$ (226 steps). The relative energy is varied from $-6.0^\circ$ to $0.0^\circ$ in steps of $0.12^\circ$ from the nominal value (51 steps). The nominal energy gives the energy of a proton which has a circular orbit in the middle of the analyzer gap of an ideal instrument. The nominal energy is equal to $0\%$ relative energy. Since the asymmetric simulation configuration differs from the ideal simulation configuration, all energies are lower than the nominal energy in the ideal instrument. In the simulations, the polar angle varies from $-75^\circ$ to $75^\circ$ in $3.0^\circ$ steps (51 steps). From each parameter combination the calibration ion beam was simulated using $10^5$ particles. In Paper II the ion beam parameters are defined more precisely. Only those ions which transited through the analyzer were counted. As a result a 3D IBS response function was obtained from which all simulation figures were calculated.

When considering the IBS-FM calibrations, we used the method described in Sec. II. The polar angle values were $\alpha = -70^\circ, -60^\circ,..., 60^\circ, 70^\circ$. From each of these polar angles one 2D energy/azimuth cut was measured. Thus we obtained a counting frequency as a function of energy and azimuth angle. A wider azimuthal response was obtained for large polar angles (the “butterfly” effect). When the 3D IBS response function was calculated from the calibration data, points were interpolated for azimuth angles that were not directly measured. Basically, the energy/azimuth distribution for a polar angle $\alpha = 0^\circ$ defines the steps used in energy and azimuthal angle since the steps are smallest in that distribution. Energy deviations are evaluated by varying the plate voltage between the hemispheres instead of varying the beam energy. The voltage was stepped from 512 to 547 V in steps of 1.0 V. A lower voltage is equivalent to a higher energy. In our calibration the measured beam energy at the ion source was 10.006 eV. In an ideal instrument the entrance fringe field accelerates ions of this energy from 0 V potential at infinity into the 253.3 V potential at the middle of the analyzer gap. Thus in an ideal instrument the energy for a particle entering the analyzer in the center of the aperture is 10.259.3 eV. An ion with this energy will exactly transit the center of the ideal analyzer gap when $-513.0$ V is applied to the inner hemisphere and the outer hemisphere is grounded. Using $-513.0$ V as a nominal plate voltage, the relative deviations from the nominal value can be calculated. Basically it makes no difference whether the calculations or calibrations were executed keeping the inner hemisphere at a constant potential and allowing the ion beam energy to vary. This fact was confirmed by using both methods in our simulation model, and the corresponding distributions were found to be similar. Hence it is reasonable to conclude that the energy was varied from $-6.628\%$ to $0.1949\%$ in steps of $0.1949\%$. The azimuthal angle was varied from $-21.6^\circ$ to $14.0^\circ$ in steps of $0.20^\circ$.

One-dimensional normalized energy distributions calculated from the simulation data of the asymmetric and ion beam simulation configurations and the laboratory calibration data are given in Fig. 4. In order to avoid random noise variations in all simulations the maximum response value was first found by simulating several points near the maximum of the IBS response function by repeating the simulation at each point 100 times. The averages were then calculated for each of these points and the maximum average was defined to be the maximum of the IBS response function. For better statistics the simulation was repeated 1000 times at this maximum point. After normalization the angles were integrated to yield the intensity as a function of energy. One-
Two-dimensional distributions were also calculated from the IBS response functions. The differences are discussed below (see Sec. IV). The energy versus polar angle distribution calculated from the calibration data and the asymmetric simulation data are given in Fig. 2. In the calculations the IBS response functions were first normalized to the maximum as described in the previous section. Next, the fixed parameter was integrated over the whole range. The normalized intensity is in radians if the fixed parameter is an angle and it is dimensionless if the fixed parameter is relative energy. By integrating over both variable parameters in the distributions and then multiplying the value with the area of the entrance aperture we again find the same geometric factor as defined in Eq. (4). The energy/azimuth distribution for the calibration data and the asymmetric simulation data are given in Fig. 7, and the azimuth/polar distributions are given in Fig. 3.

In Paper II we also gave distributions, called cuts, where the fixed parameter was held constant. Since energy/polar distributions at constant central azimuthal angles resemble the distributions where the azimuth angle was integrated over the entire range, they are not shown here. The main difference between these distributions is that the full width of half maximum (FWHM) area is more localized to the near zero polar angle values. This is a result of the butterfly effect which spreads the azimuth distribution for large polar angles, and much lower intensities are obtained. When considering the azimuth polar angle distributions at a constant central energy it is clear that since the butterfly effect is almost independent of energy variations, there is not much difference in the distribution when energy is integrated over the entire range. Thus these distributions are not shown here. In the energy/azimuth distribution, (Fig. 7) integration over polar angle results in a wider distribution in azimuth angle than the distribution where the polar angle has had a constant zero value. Also, the double curved shape of the energy/polar distribution causes a wider energy scale when the polar angle is integrated over the whole scale. Thus we introduce the energy/azimuth distributions with polar angle $\alpha=0.0^\circ$. The distribution calculated using the calibration data and the asymmetric simulation data are shown in Fig. 8.

The FWHM values of the 1D energy and azimuth angle distributions were defined using the corresponding 1D distributions, and are given, along with the geometric factors, in Table II. In this table we also give the value of the theoretical geometric factor and the FWHM values of the 1D energy and azimuth distributions calculated for the IBS instrument with ideal geometry using design values for all parameters (ideal theoretical), and with those values for parameters which yield closest fit with the IBS laboratory measurements (lab theoretical). These values indicate that the actual radius of the inner hemisphere, $R_1$, is 9.870 cm (ideal = 9.875 cm) and the outer radius, $R_2$, is 10.130 cm (ideal = 10.125 cm), and that the gap between the plates, $\Delta R$, is 2.60 mm (ideal = 2.50 mm), and a center radius, $R_{\text{mid}}$, is 10.000 cm.
TABLE II. The FWHM values of the 1D energy and azimuth distributions of the calibration data, some simulation data, and the theoretical calculations. Also given are the geometric factors calculated from calibration data, using theoretical models and calculated from some simulated configurations. The simulation configurations are explained in more detail in Table I. The error limits of the given FWHM values are the bin widths used in corresponding distributions. The given errors are 95% confidence limits when considering the geometric factors of the simulations. The error limit of the geometric factor of the calibration gives the error defined directly from the data.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>FWHM $\Delta E/E$ (%)</th>
<th>FWHM $\Delta \beta$ (°)</th>
<th>Geometric factor (cm$^2$ sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>2.5±0.2</td>
<td>3.6±0.2</td>
<td>$(4.32±0.08)\times10^{-4}$</td>
</tr>
<tr>
<td>Ideal theoretical</td>
<td>1.31</td>
<td>2.05</td>
<td>$(2.02\times10^{-4})$</td>
</tr>
<tr>
<td>Lab theoretical</td>
<td>1.37</td>
<td>2.13</td>
<td>$(2.27\times10^{-4})$</td>
</tr>
<tr>
<td>Ideal simulation</td>
<td>1.52±0.12</td>
<td>2.3±0.2</td>
<td>$(2.41±0.011)\times10^{-4}$</td>
</tr>
<tr>
<td>Asymmetric simulation</td>
<td>1.93±0.12</td>
<td>2.3±0.2</td>
<td>$(2.596±0.012)\times10^{-4}$</td>
</tr>
<tr>
<td>Ion beam simulation</td>
<td>2.42±0.12</td>
<td>2.7±0.2</td>
<td>$(4.13±0.09)\times10^{-4}$</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

Although the calibration results and the simulation results using the asymmetric simulation configuration are quite similar, there are still some differences which should be considered. From Fig. 4 where the 1D energy distributions are given, it can be seen that the maximum intensity in all three distributions occurs for the same energy value $-3.4\%$. This means that in general the gap between the hemispheres in the instrument is somewhat larger than the design value. The most notable difference is in the width of the distributions. While the simulation (asymmetric simulation configuration) gives about 1.9% FWHM, the calibration gives about 2.5% FWHM (See Table II). One may explain the larger FWHM value by arguing that the actual gap between the analyzer plates may be larger. This explanation can be ruled out by comparing the ion beam energy and the voltage on the inner hemisphere. The ratio between specific ion beam energy and plate voltage is related to the analyzer gap. Thus a wider gap gives a different ratio. In Fig. 4 comparison of the simulation and calibration results show that these three parameters are similar, and the result is a wider energy distribution in the calibration than in the simulation.

When considering the energy distributions with constant polar angles as given by Fig. 2 one may notice that for each polar angle value the calibration data gives a wider distribution than for the simulation, but not as wide as the energy distribution given in Fig. 4 where the 1D energy distribution is shown. Thus one can expect a wider 1D integrated energy distribution despite the double curved shape of the 2D energy/polar distribution. As can be seen in Fig. 2, the double curved shape is quite similar in both distributions and yields wider distributions in both cases. The size of this effect can be estimated by comparing the FWHM values of the ideal simulation and asymmetric simulation given by Table II. In the simulations the double curved effect increases the FWHM value of the integrated 1D energy distribution by about 0.4%, from 1.5% to 1.9%. However, there is still a notable difference between the 2D energy/polar distributions of the calibration and the asymmetric simulation configuration. The simulation figure behaves as expected and gives a lower intensity at large polar angles, while in the calibration figure the intensity remains higher and drops much later with increasing polar angle. Thus the calibration figure intensity is approximately the same at the curved area where the polar angle is about $\pm 40\degree$ while in the simulation figure the intensity has already started to fall because of the cosine effect in the polar angle. This effect widens the 1D integrated energy distribution of the calibration with respect to the simulation distribution.

The difference between the calibration data and the simulation data can be confirmed by comparing the 1D polar angle distributions given in Fig. 6. The ion beam simulation gives a cosine-like distribution while the calibration distribution is much flatter at the top of the distribution. One may also notice the random noise-like behavior between neighboring bins in the calibration distribution as well as the asymmetric shape of the distribution. However, the statistics of the calibration are very good, and thus the distributions should behave even more smoothly than in the simulations. It is possible that laboratory ion beam intensity variations may have occurred during the measurement of a single energy/polar data file (less than 1 h), which was used as a normalizer for several energy/azimuthal data files as described in Sec. II. The required variation in the intensity is about 20% which could explain the random noise-like behavior of the polar angle distribution. Another possibility would be that the intensity remained constant, but while rotating the IBS-FM in the chamber, the aperture did not remain in the middle of the beam during the entire time, or the beam was not uniform. However, when considering the laboratory conditions, both of these explanations are unlikely. Alternatively, if the reason is intrinsic to the IBS instrument itself, it could either be in the hemispherical sensor or in the CEM detectors. At some polar angles the hemispheres may be dented (a few to a few 10s of $\mu$m) causing the reduced transmission intensity at the detector end of the sensor. Another possibility could be that the hemispheres are deformed in a such way that the transmitted ion beam does not face the target detector properly. This tangential field acceleration has not been studied in our simulation model. A third alternative is that the CEM detector is polar angle sensitive. In that case, the flat top of the 1D polar distribution may be a reasonable result. Thus it can be concluded that the simulation geometry must somehow be different from the real geometry of the IBS-FM sensor. Since there are several possible explanations, which can be cumulative or even cancel each other, additional measurements are required. These can be done in a laboratory using the IBS-EM.
As mentioned in the previous paragraph the nominal energy, plate voltage, and the gap between the hemispheres are intimately related to one another. Because of this, a different explanation for the wider energy distribution at a constant polar angle in the calibration data is needed. Here we have shown that the simulations and theoretical models are consistent with each other. Therefore the reason for the wider energy distribution in the calibration data lies somewhere else. One candidate is a wider energy deviation in the ion beam energy as suggested by the simulated 1D energy distribution (Fig. 4). By increasing the ion beam energy deviation the energy distribution becomes wider (see Tables I and II): at 2.4%, it is much closer to the calibration value than the value given by the asymmetric simulation model. When considering the simulations, it can be assumed that since a wider deviation in the laboratory ion beam increases the FWHM of the energy distribution by about 0.5%, there is a similar overestimation in the calibration results as well. Thus it can be concluded that the value of the FWHM of the energy distribution given by Table II is too high. The true value of the IBS-FM should then be in the neighborhood of (2.0 ± 0.1)%.

When considering all three 1D azimuth angle distributions given in Fig. 5, it is clear that the calibration gives the widest FWHM value (See Table II). A comparison between the two simulation configurations shows that the wider energy and angle deviation in the simulated laboratory ion beam also produces a wider distribution. Thus one reason for the wider azimuth angle distribution of the calibration has been accounted for. Another aspect can be found by considering the 1D polar distributions and 2D azimuth/polar distributions given by Figs. 3 and 6. The intensity of the 1D polar distribution is too high at the larger polar angles, and higher intensity is present where the butterfly effect spreads the deviation of the azimuth angle. These particles can also be seen as a broader distribution in the 1D integrated azimuth plot. Other aspects in 1D azimuth distributions and 2D azimuth/polar distributions are also closely correlated. Table II shows that the ideal and asymmetric simulation configurations give exactly the same FWHM value for the integrated azimuth angle distribution. After the wide deviations in laboratory, ion beam has been included in the simulation model, the FWHM value of the azimuth angle distribution increases about 0.4° from 2.3° to 2.7°. Thus the real FWHM value of the calibration is probably lower than the one given in Table II. As a result we give (3.1 ± 0.1)° as an estimation for the actual value. If the flat top of the 1D polar distribution is an artifact caused by calibration conditions, this number would still be too high.

The 2D energy/azimuth distributions given in Figs. 7 and 8 are basically in good agreement with each other. Because of great similarity between the 2D distributions obtained from the ion beam simulation and the ideal simulation, figures are not given here. The only notable difference is again a wider distribution in relative energy direction, as discussed above. When only the width of the distribution in energy direction is considered, the ion beam configuration gives distributions which are closer to the calibration results than results given by asymmetric simulation.

When comparing the geometric factors (Table II), the ion beam simulation configuration yields almost the same value as the calibration. If the energy and the angle deviations are increased, as discussed above, we would also have larger geometric factors. Using the narrow deviation simulation (asymmetric and ideal simulation) models, almost the same value for the geometric factor has been obtained as was calculated using theoretical models for spherical section electrostatic analysers. Thus it appears that the geometric factor from the calibration is overestimated. It seems likely that the entire difference between the geometric factors of the calibration and the narrow deviation simulations are not caused entirely by real effects in the IBS-FM, but rather by the properties of the laboratory ion beam, which are not well known. Following the discussion given above we conclude that the best choice of the geometric factor is somewhere near the theoretical calculations and simulations with a narrow laboratory ion beam, around (2.5 ± 0.1)×10⁻⁴ cm² sr. This assumption may have to be corrected if evidence is found that the transmission properties differ substantially from the simulations and theoretical model.

In this study we have found that almost all differences between the shape of the distributions between the calibration and simulations can be understood. Since the simulation model, where asymmetric hemisphere geometry is present, yields a similar double curved distribution as measured in the laboratory calibration of the IBS-FM, it can be assumed that something similar in the geometry of the hemispheres might cause the observed effect of the IBS-FM. Some of the arguments given above also suggest that the real geometry of the IBS-FM differs somewhat from the geometry used in our simulations. However, our simulation results give guidelines for the scale of the geometric errors in the actual instrument. When the knowledge of the simulation and laboratory calibration is combined, it can be concluded that the energy resolution of the IBS-FM is (2.0 ± 0.1)% (FWHM value), the angular resolution is (3.1 ± 0.1)° (FWHM value), and finally that the geometric factor is (2.5 ± 0.1)×10⁻⁴ cm² sr.
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